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INSTRUCTIONS

Answer all questions.

Al questions carry equal marks.

tnly one answer is o be given for each question.

IU more than one answers are marked. it would be treated as Wrong answoer,

Lach quoestion has four alternative responses marked sovially as 1, 2, 3, 4. You have 1o darleen only utte viech:

or bubble indicating the correct answer on the Apswor Shoul, using BLUE BALL POINE PEN,

6. 18 part of the mark(s) of cach question will be deducted For each WrOHYE answer, (A wrong answoer
Mens an incorrect auswer oF mare than one answers lor any gquestion. Leaving all the rolevant cirches or
bubbles of any question blank will vot be considered as WroNg answer.)

7. The candidate should ensure that. Sories Code of the Cueestion Paper Booklet and Answer Shoot pist be sone
alter opening the envelopes. In ease thoy ave dilferent, o candidate must obtain anothoer question papner ol
the same series. Candidute himselt shall be vesponsible for ecnsuring this.

8, Mobile Phone or any other electroniv gadyel in the examination hall js strictly probibited. A condidate fownd
with any of such objectionable material with him/her will be strictly deali. as poer rales.

8. Please ciereetly [ your Roll Number in ©.M.1. Sheet. 5 marks will be deduetod for filling wrong ur incomplet.:
Roll Numler. :

10. If there is any sort of ambiguity/fmistake cither of printing or factual nature then out of Hindi anc
Bnglish Version of theguestion, the English Version will be treated as steodinee,

Warning : g eandidace is found copymg ar il any unauthorised material is found i hisfhor | AT
i LR, would be lodged against himher in the Pobice Station and hefshe sould Hablo to be oSl
under Section 3 ol the 1E. (Prevention of UInfairmeans) Act, 1999, Conimission nty b delar
him/her peemanently feomn all feture examinations of the Commission.

Rw

[N - S
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3. W% Uy W PEw UH © I QRT)
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m |
T : Tt i o} TEe FT uwE TR E @ 98D 4w Byl sl wnrlt 9 S &, o ol % fawe ]%f‘%u_{
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B S T omdr AF ervadl w1 wf 2R 9 o @ waw wened A Riali we awmar .

S5/VINK3_A| I | Contd...

1. wd ugsil & aor &fwm o




Statistical methods are used in the following fields

(1) exact science (2) socio-economic fields

(3) Dbiology (4) every field of science and knowledge
il Y w1 R s ¥ sudm Rear ST O¥ -

() @ faem (2) WrHE ot &l

3y = fasmE ) R wd s % s e o

Which of the t‘ollowirig statements is true of cumulative frequency ogives for
a particular set of data ?

(1) both more than and less than curves have the same slope

(2) more than curves siope up and to the right

(3) less than curves slope down and to the right

(4) less than curves slope up and to the right
aﬁﬁf%ww%ﬁaﬁ‘éﬁmaﬂm%%&ﬁﬂﬁ%ﬁ?—m
BT > T ¢

(1) a’lﬂ‘fwa?r(:u:lﬁ?w?mmmm%

(2) qﬁmwmwaﬁfaﬂ?wﬁm

(3) qmwmmﬁm:ﬁ%ﬁm '

(4) ﬁ{\mwzﬁrwﬁ@r{waﬁm

When calculating the average rate of debt expansion for a company, the correct
mean to be used is

(1) arithmetic mean (2) weighted mean

(3) geometric mean (4) (1) and (3) both
wwﬁ%%ﬁwﬁwnﬁ@maﬂaﬁw%ﬁﬁﬁﬁw%-—
(1) SR e (2) W@ W

(3) T e : @ (1) ofR (3)

With usual notations if # = 5x+20, 7 =100 and 53 = 40, what are the mean

and variance of x 7
(1y 16, L6 ' . (2) 16, 16
3) 1.6, 16 (4) L6, 1.6

e Rt % W AR 4= Sx+20, 7=100 & 52 =40 ¥, @ x AT WA

T owEer ¥ -
(1) 16, 1.6 @) 16, 16
G) 1.6, 16 @ 1.6, 1.6
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5 B, and B, are independent of

(1) change of origin and scale (2) change of origin
(3) change of scale (4) none of these
By X B, wa= B
(1) H& &lix fomr oigds § (2) W@ uitadw @
(3) Tumr wiada @ (4) T q ®Eg w8
6 Il correlation coefficient between X and ¥ is negative then the correlation between
-X and -V is
(i) positive

(2) negative

(3) zero

(4} positive for qualitative and negative for quantitative observations

A X SR ¥ % wem gEE iE e ¥, @ X 6k -F % "em
qEgEy b -

() g7s
(2) HOHE
() fH

(4) YIS UG GHE( % R T RO deanne a@Hel % fer

. Fas
7 Suppose the estimating equation ¥ =5—2X has been calculated for a set of
the data. Which of the following is true for this situation ?

(1) the Y intercept of the line is 2

(2) the slope of the line is negative

(3) the line represent an inverse relationship

(4) (2) and (3), not (1)

FHST & TH WIE % A, I X @G P =52 B TET @B TE
Bz Rafs F P A @ wmowdt ¥ 7

() @Y & eqlus 2 &

(2) TG B SAM TERTEE 2

(3) Y@ W Wy autdy ¥

(4} (2) oz (3) &, (1) TE
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8 With usu:}l notations if X =5,Y =7, fyy = 04,0, = 2 and cy= 3,
the regression equation ¥ on X is
() X =06Y+4 (2) Y=027X+565

(3)y Y =06X+4 : 4) X =027V +565

g fawel & Wy X’=5,}7:7,rxy=0,4,ox=2 1K G, =3 E, @ Y
X &1 yhrmE gleTer &

(1) X =06Y+4 (2) Y=027X+565

(3) Y=06X-+4 4 X =027Y+5.65

9 The sum of squares of difference of rank for two variables is 33 and coeflicient
of rank correlation is 0.8. Find the number of pairs of observations (#).

(1) 8 2 9

(3) 10 (4) 11

& a8 ¥ Ae o ¥ at & A 33 ¥ o W wewEE e 0.8
%13‘[‘3{@%}3@'@(@&?{@@1%“ '
(1) 8 2 9

(3) 10 : 4) 11

10 The technique of examining a relation between any two variables “while
controlling the effects of a third variable in a correlation study is termed

(1) partial correlation
(2) multiple correlation
(3) squared multiple correlation

(4) rank correlation

Rl & T B g weew @, Rl dey WX & wwE B Pehi #d g

(1) orifyte weEwErY
(2) 9% dEwEH
(3) « §F wEE
(4) wife ge@=d
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I The multiple correlation coefficient R, ,; as compared to any simple correlation

coefficients between the variables Xy, X, and Xj is

(1) less than any #,.#4, 93

(2) not less than any 7. N3 3

(3) always equal to sum of 75,43, /3

(4) always equal to of product of 213723

WX, X, S Xy F g geeey (el @) gam ¥ S5 @

ToE Ry 3 1 A
(1) TepeT - oft 12+ 113> 123 g B9 T ¥

2) TR W onp.n3.0; WO Y
(3) W fip, fi3.7p3 F WM F wXET T ¥

12 Marginal probability is symbolically expressed as

(1) P(4B) - @ P(B/4)

(3) P(4/B) (4) none of these
Said WiRkieaT & erfyegeg fRgr omem ¥ -

(1) P(4B) (2) P(B/A4)

() P(4/B) | (4) T ‘@r Wy el

I3 M 4 and B are two events such that
P{AVB)=5/6, P(AnB)=1/3, P(A)=1/3, then the events are

(1) dependent (2) independent
(3) mutually exclusive (4) none of these"

e 4 3R B & wead ¥ e fd

P(AVUB)=5/6, P(ANB)=1/3, P(A)=1/3 ¥, & wemi ¥ -
(1) oniya 2) @IS

(3) uTET SUFS( (4) 39 €@ wmE T
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15

16

If A and B are two independent events then P{A U B) equals to
(1y pr(4)pP(B)+P(B) @ p(4)-P(B)+P(B)
Gy P(A)P(B)+r(4) @ P(4)+r(8)

afs 4 ai B A @ mend ¥, @ P(AUB) TR E -

(1y P(A4) P(B)+P(B) @) P(4) P(B)+P(B)

@ P(A)r(B)rr(4) @ P(4)+r(B)

The probability of occurrence of an event A is 0.60 and that of B is 0.25. If

A and B are mutually exclusive events then the probability of neither of them
will occur is

(1) 035 2) 0.75
(3) 0.15 (4) 0.85

mA%é%a%mﬁﬁﬁmo.éoaﬂTBa?rmS%lu%AaﬂTﬁwamaﬁﬁ
W@%,a’rwa’ﬁﬁﬁﬁﬁﬁé’réﬁﬂﬁaﬂﬁ?ﬁaﬁqﬁw% -

(1) 0.35 | (2) 0.75
(3) 0.15 (4) 0.85

There are 2 white and 4 black balls in a box. A person takes 3 balls at random
from the box. If he receives Rs. 10 for each white ball and Rs. 5 for each black
ball. What will be expected value of the amount received by him 7

(1) Rs. 5 : () Rs. 10
(3) Rs. 20 (4) Rs. 22

wmﬁzﬂﬁﬁaﬂ?4m@ﬂ%%|qmaﬁﬁ§awﬁ%a@&w%ﬁh
@r3ﬁ%ﬁzﬁmm%|uf&¢éuﬁfﬁaﬂsaﬁzwmaeﬂ?m?hﬁzwsa
frd %, o wed ER WA R @ wenen @@ B 7 |

1 573 (2) 10 %.

(3) 20 %. 4) 22 %
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7 Binomial distribution will be positively skewed when

M p>1i2 | _ 2y p<l/2
3y p=1/2 4) p=0
o fave ¥ g frww €m oww -

n p>1/2 . 2 p<l/2
@) p=1/2 4 p=0

18  For a binomial variate n =10 and P(X=5)= 2P (X =4) then what will be

the value p ?

() 2/8 2) 38

(3) 48 @ 58 o |
uE R W w B =10 O P(X =5)=2P(X =4) ¥, @ p & AW ¥ -

(1) 28 (2) 378 o

(3) 48 (4) 5/8

19" The probability of getting a printing mistake in a page of a book is ¢ ™. Then
the probability a page of a book contains more than two printing mistakes is

M 13 2) 1+13¢74
G) 1-13¢74 @) 1-12¢74

wﬁﬁmﬁwwﬁwmaﬁaﬁuﬁWe4% a’rmww
& ¥ W gEw Tafai g @l wilmar s -

(M 13074 ' (2) 1+1374

Gy 1-13¢7% 4) 1-12¢4

20 If x is distributed with zero mean and unit variance then variance of x° is
(1) 0 2 1
(3) 2 (4) . 4

H%rmﬁmwsﬁ:eﬁ'{qu% G mqwzﬁm
(1) 0 ' 2y 1
55/VINK3 A} 7 [ Contd...
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23

For a normal distribution quartile deviation, mean deviation and standard
deviation are in the ratio

(1) %:%:I ) %:%:]
5 2.4 1.4
(3) 1.3.5 {4) 2,1,5
'mwwﬁ’%%ﬁw,mwﬁﬂﬁﬁwﬁwm
FgIE
4.2. L 2.4
m 5! @ %70
- 1.2.4 | 1.,.4
() 1:%:% | @ 5z

In a normal distribution area to the right of the point x is 0.6 and to the lefi

of the point'xz is 0.7. Which of the following is correct ?

(1y x>x (@) ¥ <%

3) x=% (4) (1) and (3) both

T TR 4T A v Rg & AT e @1 @ 0.6 T x, forg & Anl o
1 A 0.7 ¥ P ¥ & & oW owh E 7

(0 5> @ 4<%

Gy M=% () (1) ofiT (3) <t

The characteristic function of chi-square distribution is

(1) (1—2:';)"/2 2) (1_2”)—}1/2
® sy @ (12
v T W AW WEd &

(0 {(1-20y"* @ (1-20)""?

®) (22 @ (1+20)2
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The relationship between Student's -/ and /- distribution is

, 2 . 2
(1 "'(1‘1):";: (2) J"(,;,1):"1
S =12 | /; = /-
Gy ) T @ )=
AL VAR T B B

, 2 ‘ 2
M = @ oy =
_ - 2 . 2
(3) "‘( L)~ n (4) !'( mn) " n

I[f X has a /" —distribution with (H[. ”2) degrees of freedom then the statistic

: -]
(§+(nl;’n2))\’) has a.....
(1Y ¢ —distribution (2) p _distribution
{3) B —distribution (4) normal distribution

aft X @1 G ¥, Rred @y wfeE (o) ¥

@ gﬁﬁ’?‘fﬁ(w(ulhb)/\’)_] &1 F2T ...

(1y ¢-"2q ' (2) 17 -§A
(3) P-d¥=A (4) wTEMRT g

Which of the following condition is a necessary for using a /~distribution table ?
(1) # is small (ii) ¢ is not known (iii) parent distribution is normal,

choose the correct answer : .

(1Y (i) and (i) (2} (1) and (i)

(3) () and (i) 4y (), (1) and (i)

(- AIRTRt W SUET B % A P 8§ e @ Rafy enavew ¥ 7
(i) # B B (i) ¢ SEME ® (i) 90 &1 29 THEET 8,

7l v g -
() (i) 3T (i) ) () 9T (iii)
(3} (i) & (i) (4) (), (i) 3T i)

55/ VINK3 A] 9 [ Contd...




27

28

29

. . . . ) 2 _3\2
We are estimating a population variance by estimator s< = Z(_x!- - x) / »n then
which of the following 1s true for estimator sZ ?

(1} biased ' (2} consistent
(3) sufficient (4) all the above

&% UF THT ¥ T B BT 52 = Z( )2/;::6ﬂqmqaasalu“cb‘{

ﬁ%,aaﬁwrﬁ'ﬁmmisszasﬁ'ﬁ-aé’r%,%—
(1) efFEa # (2) 4 ¥
(¢) wd ¥ (4) TUOwE GH %

Let © be an unknown parameter and 7] be an unbiased .. estimator of

8, V(Tl ) < V(TZ), for 7, be any other unbiased estimator of 8, then 1 is

known as

(1) minimum variance unbiased estimator
(2) unbiased and efficient estimator

(3} consistent and efficient estimator

(4) unbiased and consistent estimator

Wewmw%eﬂ?ﬂmwmﬂmﬁmﬁ%, lf’(?"l)SV('ffg),
I, fi @ @1 TF o9 onFas &, 99 I, ¥ -

(1) ~AaH WEIOT ST v

(2) oFtya ofk QW omde

(3) WE SR TW SR
(4) oA ofX ETa Tbas

The maximum likelihood estimators which are obtained by maximising the
function of joint density of random variables, are generally

(1) unbiased and inconsistent (2} unbiased and consistent
(3) consistent and invariant - (4) unbiased and- invariant -

Wﬁ%wwwﬁ%ﬁéﬁwa%w
g 9 ¥, 9% ¥ &

(1) oFfmE &y T (2) awﬁwaa?r(w .

(3) @ o erafiadHg (4) erifa o arfveda
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A null hypothesis is

(i)  hypothesis of zero difference

(i) hypothesis under test for possible rejection
(i) always a simple hypothesisl. |

Choose the correct answer:

(1) () and (i) - (2) (i) and (iii)
(3) (i) and (iii) 4 (), (i) and (iii)
U I UReeqT ¥ -

(i) 9 oY g |
(iiy dwfqa sripfy & o o s W@ i
(iii) w9 "W gfiewo

vl T g -
() @) o (i) - 2 O 3R (i)
(3) (i) &R GiD) 4y (), (i) & i)

Which of the following fs a case of Type 1I error ?
(1) the null hypothesis is true and rejected

(2) the null hypothesis is false and accepted

(3) the null hypothesis is true and accepted

(4) the nuil hypothesis is false and fejectedl

P o 4 @ fadg g @ g ¥ 2

() T IfEerT W@ R ok oW sEiga @x fn

(2) @ e T € SN SW wWier @Y R
G) = e @@ ¥ ook 5@ e ey R
(4) @ titewew T § ooiR W@ eliga wY R

If we want to compare proportions, when samples are small, then the test is
based on

(1)  F —distribution (2) binomial distribution

(3) +—distribution (4) none of these

afs g0 B ufvestt & orgarl @1 g B ared &, A wlier ety g -
(1) JEMF W (@ frug dew

(3) -4 ) 3 ¥ By T
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A random sample of size 100 has mean 15, the population variance being 25.

Then 95% confidence interval for mean 1s
(1) (13.71, 16.29) (2) (14.02, 15.98)
(3) (13.71, 14.02) (4) (13.71, 15.98}

05 %, TEH WIS @ 95% fagareal e &
(1) (13.71, 16.29) (2) (14,02, 15.98)
) (13.71, 14.02) (4) (13.71, 15.98)

2

For testing the hypothesis # :0‘/24 =0 for the following data :

Sample | Size § Standard deviation

A 16 3.2

B 10 48
The value of F-statistic will be
(1) 0.4 @) 0.67
(3) 0.82 4) 222

g iamera H0:0i=c%ﬁ5ﬂ'ﬁwﬁiﬁﬁﬁﬂm%:

whyesl | s | waTg famad

A 16 32

B 10 48
Fufest &1 w9 81 -
(1) 0.44 2) 067
(3) 0.82 | 4 2.22

Neyman Pearson lemma provides most powerful test for testing
(1) simple null hypothesis vs simple alternative

(2) composite null hypothesis vs simple alternative

(3) simple null hypothesis vs composite alternative

(4) composite null hypothesis vs composite alternative

I frad s TOen ¥ Y ayEed Tlemn 99E B ¥ -

(1) oY@ 9 IRGEET TF WA dHis
(2) wgE 9 TGl W g Idis
(3) e o IReET T EgE el
(4) wgF 9 qfieher TM HgE i

55/VINK3_A] 12
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The distance between two populations can be measured by

(1) Mahalnobis > (2) Wishart distribution
(3) multivariate normal distribution (4) analysis of co-variance

T gAte & Wew @ g BT AT o weal & -

(1) veawdE p2 @) e <em
(3) WU WEMrT d2d (4) e fgaea fasday

Hotelling 72 has the following distribution

(1) Chi-square distribution ‘ (Z) Normal .distribution

(3) F —distribution (4) Binomial distribution

BT 2 W oA PrergEr g ot
() % @f =7 (2) waErg T
(3) F-wed (4) Taue =9

Which of the following are aspects of discriminant function analysis ?

(1) Eigen values (2) Wilks' Lamda
(3) Canonical correlation (4) all the above
= o @ fafaemey-—waa e & weg ¥ -

(1) o™ W (2) Toerd @l

(¢) fafed wew=ru (4) wwem w4
Most of non parametric methods utilise measurements on .......
(1) interval scale (2) ratio estimate
(3) ordinal scale (4) nominal scale
aftepier sryrafos wiem A we enuRE B ¥
(1) o T (2) orgua e

(3) ®% gH qurh (@) TR G

55/ VINK3 A | 13

[ Contd...




40

41

42

Which of the following test is analogous to chi-square test of goodness of fit ?

(1) median test (2) Kolmogrove-Simirnov test
(3) sign test (4) run test

Rrer whew & @ @ W onEed gegdl @ %R @i & wmeed ¥ 7
(1) At & (2) wedme e wliee
(3) fae wlram | (4) T wlE

Wald-Wolfowitz run test for two samples is affected when the ties ocour
(1) within sample

(2) between sample

(3) neither between nor within

(4) either within or between |

ﬁuﬁ?&ﬁ%%ﬁﬂﬁ@@ﬁﬁﬂ%ﬁﬂﬂ#ﬁﬁﬁm%ﬁﬁﬁzﬁ
(@ T aied wRT o8 -

(1) whrst & AR

(2) vivest & o=

@) w1 @ ufwed & dwe oA dw A
(4 =1 @ wfredt & Mex @ d=w F

In a given situation where both parametric tests and non parametric tests are
applicable, which of the following is true ? '

(1) non parametric tests are always more efficient than parametric tests
(2) non parametric tests are always less efficient than parametric tests
(3) non parametric tests can be more efficient than parametric tests

(4) non parametric tests can be used only when » is large

=g Rafy § wel uwfie o owmafrs whew & & @0 & A €,
el B A 9@ v oW wu W% 7

(1)aqma1%ﬁﬁnffwaﬁrmmﬁﬁtr&w@rma&1ﬁ%%
(2)@uﬁmqﬂwﬁ3ﬂqraﬁitﬁwﬁmﬁww€rﬁ%
(3)a¢ma1%mufrwumﬁmqﬂw@rafﬁfﬁw€rm%
(@) et whaw 2 99T @ W& @r B awd ¥ |
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Sampling frame is

(1) method of drawing sample (2) list of units of sample
(3) list of units of population | (4) list of questions
yferags %9 #ar 2

(1) whesl v &3 & fafy (2) wirest & gowEE @ g
(3) 9T W g@EA @ (4) wei W g

If the probability of selecting a unit from the population is not known in advance
then the resultant sampling scheme will be

(1) simple random sampling (2) stratified sampling
(3) purposing sampling (4) systematic sampling

aﬁmémuﬁmqa%wﬁwaﬂqﬁaﬁﬂﬁ a’rtr&vrrr?rsrﬁ]w
T HEA & -

(1) " 9gfws gieaas (2) wia wlore
(3) drEyw whawy= 4) wHIE wkregw

The most important factor in determining the size of a sample is
(1) population size

(2) level of significance and permissible error

(3)  heterogeneity of population |

(4) alt the above

afesf w1 e PeiRe &0 § T meETt e @ -
(1) 99U @1 FR

(2) e w ey dwifam e

(3) BT & fqumar |

(4) SuUwm g
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46 A systematic sampling does not give good results if
(1) variation in units is periodic

(2) units at regular intervals are correlated

(3) both (1) and (2)

{(#) none of (1) and (2)

wUEE Thieme erEs ofkenw W@ dw ¥ 9

(1) =ordl 7 qitads emadl #

) Taeal o Profw sraaa W ¥, 9 gewelda @
(3) (1) &fiv (2) N

(4) a1 ST (2) ¥ § wiE T

47  With usual notation in stratificd sampling the estimate of the variance of ¥,

under proportion aliocation i1s

b ()

2
Nn le W

{2) J/(j-‘ﬂ):(.l;:—\i)z’;‘w ?‘-/'nj
(3) !"(T-ﬂ):[ ~’ﬁ)21 w83 in

(4) 1/( .\) (1__)2.-‘% s “?}
wefrd Rl % wa W TRheT @ ouiie enEeR & ofdta ¥, & ¥E

HT SThAT &

V() s

k2
Nn E] H_,f"‘_;'

= V1, n \ek 2
(2} 2 (.\.‘_I)-(l—“h—f)zl “J; -5'),'!”.);
- cf= Y _ k 2
3y (.\“)—( ]E Wy }*’n

. _ sk L
(-h !/( ")_(1”NJZI 11-.!-.\‘};’”.]-
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49

It p is the inter class correlation, then cluster sampling will be more efficient
than simple random sampling if

(1y p=<0 (2) 0<p<l
3) p=I ‘ (4) none of these

afe p sigaet wEwesy ¥, @ qor ulraw aghes e @ afue ew
B A

{ p<0 (2) 0<p<l
) p=1 = 4) T ¥ @ T8

Non response in sample survey means

(1} non availability of respondents

(2)  non return of questionnaire

(3) refusal to give information by the respondent
(4) all the above

nleel wdaer 7 s w1 uaww &

(1) @ 39 T Suwsy d B

(2) TyWMEE & ATTH T FHECAI

(3) ST & g I & H TR HY

(4) SwEa @l

There arc more chances of non sampling errors than sampling errors in
case of

(1) studies of large samples (2) complete enumeration

(3) incilictent investigators (4) all the abovel

3 areRatagl ® ufree gieat @t shan R wloems g S dvem e &
(1) «% wimelt @1 ersas @) waf o

(3) A SArereRdt 4y SUUE gHt

55/VINK3_A | 7 - [ Contd...




51

The él_llocation providing smallest variance of estimator in stratified sampling is

(1) equal allocation (2) proportion allocation

(3) optimum allocation (4) arbitrary allocation

| i i ¥ few omsed A oUW H1 WERVT @ g ?
(1) TIF omeed (2) oquiG e
. (3) STgEeH e - (4) W S

52

In simple random sampling without replacement, the sampling variance of the

regression estimator [ is
V(1 2 2
8y, V(y[)—(l—f)fn-Sy-(l—-p )

¢ V(%)

@ V(¥ (1+f)fn-S§-(1;p2)

(]—f)fn-Sf)-(H-pz)

Mo

4) V(",)=(1—'f)fn-S§y-(1—p2)

WWWﬁ‘Wu&W%WﬂW?}WﬁW

T -

W ¥(F)=0-7)m s3-(1-97)
@) V(‘,):(i+f)x;f-5)%-(1—p2)
(3) V(_;)=(l~*f);"n-S)%-(1+p2)

@ v(7)=(-1)n83,(1-0%)
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53 In case data on auxiliary variate for individual units are not available but only
the aggregate value for all units of auxiliary variate is available, the sampling
scheme which can be used for estimation of the parameter under study is

(1) ratio method of estimation (2) regression method of estimation

(3) both (1) and (2) (4) neither (1) and (2)

i geEdal & T werE frEw we oiwR ey ad ¥, whe dew

werge e @ W seEdl & MY g uew ouwew ¥ Od) Rufy § oremae

& S gTEd & e & fd wmW o whvewd Rty e wow 7

(1) o ommaa fafy (2) JHISEW oW fafy

(3) =AM () 3R () ) = () 9T () & ¥ P T
54 The underlying principles invented in ANOVA A

(1) parent population is normal (2) errors are homoscedastlc

(3) effects are additive in nature (4) all the above™
ANOVA erfewpt & fafeq fogrma & -

(1) e w1y g ¥ (2) Fear wwimiam
(3) WWEd ghaeE (W) A ¥ (4) Sl @

Which of the following is must for any design of experiment ?
(1) randomisation and replication

n
th

{2) randomisation, replication and local control
(3) randomisation and local control
{(4) replication and local control

ﬁwﬁﬁﬁﬂmmmﬁnrwﬁafﬁﬁmaw% ?
(1) uRFEs@m R gk
(2) U@&@ﬂﬂﬂv‘m,m?{%aﬂ‘{wrrﬁaﬁﬂw

(3) uRFEH@E X W s
(4) grugha ok wrig frmo

56 A Latin square design is applicable when the fertility variations are in

(1) one direction ’ (2) two directions
(3) three directions {4) zero fertility variation
(1) us fgm & (2) @ fegmert #
(3) W fegme # (4) @ sdwar waR #

55/ VINK3 A| 19 [ Contd...




58

59

60

An ‘experimental design is

(1) a map (2) a plan of experiment
(3) an architect (4) all the above

T AN AR ¥

(1) U@ e (2) WA W A

(3) UH GERgEN (4) SuhE wW

Randomization is a process which enables the experiment to
(1) apply mathematical theories

(2) make probability statement

(3) treat errors independent

(4) all the'above

rgfmeiET TF whew ¥, W g w s w W ¥ -
(1) T e ® wr w9 6 W

() witgwar &ow 3 & fd

(3) it @ |

(4) STEw af

Split plot design is a sort of

(1) confounded design (2) partially nested design
(3) both (1) and (2) (4) neither (1) nor (2)

v y@ve oifWebraT TH AE B

(1) g arferear ) oy waEeh sftaer
(3) T (1), % (2) (4) A () WA (2)

Confounding in asymmetrical factorials is carried out with the help of

(1) contrasts (2) modulo technique
(3) graphics (4) all the above
srtify waghe ¥ wwen fre B wee § femo e R -
(1) fawata () dreE T
(3) TTRER S (4) o g+l
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61 A 2x2 Latin square design is not used because
(1) the number of rows is 2
(2) the number of plots is 4
(3) the degree of freedom for treatment is 1

(4) the degree of freedom for treatment is O

TH 2x2 wied gt feamw em & € fwan sar &, = -
(1) dferral & dem 2 3

2) wmel @ wem 4 ¥

(3) TER & WISl B TE &

(4) IUER B WIS BIE G F

62  Assume that a time series for the year 1988-1996 is described well by the .

A

equation ¥ =5+3X +9X 2, Based only on this secular trend; the forecast value
for 1997 is

(1) 161 (2) 245

(3) 347 (@) 293.75

e RF Tl 1988-1996 % Va4 ww wradol @Y weRROr ?=5+3X+9X2
B 3w TER ¥ T W §1 daw 3o - owgRy wx e 1997 &

ford quigam qea ¥ -~
(1) 1lel (2) 245
(3) 347 (4) 293.75

63  Seasonal variation caused by

(1) growth of population (2) business cycle

(3) technological improvement (4) climate, customs and traditions
e Rad @ & aw -

(1) wEen gie (2) =R 9%

() TEAE guR ‘ (4) erErg, waW e g
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64

606

67

In case of multiplicative model of time series, the sum of seasonal indices is

(1) 100 times the number of. season  (2) zero

. 2

(3) 100 @ Z(0,-¢ ) /¢
T BIEITH F owerw Wiew § HGH gUSE &1 A ¥ -
(1) A g H @' & 100 T (2) A

(3) 100 (4) 2(9‘5—6‘; )2/61

Link relatives in a time series remove which type of influence ?
(1) long term trend (2) cyclic variation

| J (4) all the above

ww FdV ¥ yufr omifis fRe wER & owwE @ e ¥ 7

(3) Irregular

(1y 4 wfws wgha () @ ufERs

(3) srfaf (4) SuTE @4l

Laspeyre's formula has bias and Paasche's formula has
bias.

(1) an upward, a downward (2) a downward, an upward

(3) an upward, an upward (4) a downward, a downward

TR g A Sty ¥ ot wed w A

aAfaEfa &1

(1) I & 6N, g & & (2) & @ ey, T W A
(3) Waﬁaﬁ'{'waﬁaﬂ'{ (4) = @ ey, M @ e

Which is the best average used in the construction of index numbers ?

(1) arithmetic mean (2) harmonic mean

(3) geometric mean (4) any of these

qEstE % P ¥ seew gdde mer S fem e v e
(1) EIAFER A () TEE A

(3) TR wE @ T ¥ B T
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70

It is possible to change the base year without changing the quantltles used for
weights while using

(I) Paasches method (2) Laspeyres method

(3) the weighted aggregate (4) none of these

T2 §9a ¥ T onum wd @, %rmm%ﬁaﬁzﬁmnﬁrg‘s‘waﬁaﬁ
e T s, w9 owam § e s -

(1) sy fafy 2) T iy
(3) wRa \Waries 4 T 4 w8 @

To measure change in total monetary worth, one'should calculate

(1) price index (2) quantity index
(3) value index @) all of _these_..
oo Aifke qog ¥ uRady & woy & R TWWEFF?[?JT%'&
(1) T ga&i® (2) W GEHF

(3) WU YEhie (9vg ) (4) ¥ msh

Crude death rate is obtained by which of the following formula ?
(1) (annual death/annual mean population) X 1000

(2) annual deaths/annual mean populatio'n

(3) (annual mean population/annual death) x 1000

(4) (total deaths/total population) x 1000

- A § few g ogro weifea gegey ute @ W owedt 39

(1) (@& g / =ffe ofma Ste@n) x 1000
(2) wife W [ aiie e sEEn
(3) (ai¥e ofwa sEem [ @iffe grg) x 1000
4) (@9 g |/ $@ =€) x 1000
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73

74

The total births and female population in child bearing age at a plﬁce in a year
are 3000 and 50,000 respectively then the general fertility rate is

(1) 1/60 | (2) 60

(3) 60,000 ‘ (4) 40

u W F pw S O U i W oafwrel @ seeed Th ad H e
3000 ST 50,000 %, T @EFE WOEA I §

(1) 1/60 (2) 60

(3) 60,000 (4 40

Gross reproduction rate is defined as

(1) (lotal fertility x female live births)/total live births

(2) total live birthsf’female population

(3) (total fertility x total live births)/female live births

(4) total fertility/female population

qow WO gX wiewfve @1 T ¥

(1 (ﬁvgﬂwxaﬂﬁanﬁww)/ﬁtgﬂiﬁﬁﬁaaﬂ
@) gl <fife s/ afw sEEn

¢) (Eet wermw x @l o )/ sitfrd wfes S
(4) wqul e / AfEE e

With usual notation, the rélationship between !x’ Py and dx is
(N "x+px :d_\, (2) P, = 'x/!x-H
() A de= 0y @ de =l

aEr dEE E W/, py X dy & W WU ¥

(M fetpe= dy 2) Py = ,x/!x%-]
3) /x ) dx =Py (4) dx = '(x F{\‘—l

Vital statistics can be obtained by

(1) census method (2) sample survey method
(3) system of registration (4) all of these

e e oy TR 9@ ¥ : -
(1) e T (2) uhrast wfem Fafy
(3) Yt T (4) STUEr wH
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75. A growth of population depends upon

(1) increase in birth rate (2) decrease in death rate
(3) immigration and emigration (4) all the above
Tde & ghe i s §

(1) 99T ¥ ghg (2) TP ® @l

(3) omEeH Sl S (4) SYUw |

76  Each excel file is called a workbook because
(1) It can contain text and data
(2) 1t can be modified
(3) 1t can contain many sheets including worksheets and chart sheets
(4 It requires hard work tb create it .
T% UEHW HRd Uk d% g Heal & Rifh -
(1) UE uwe olX 2@ wEdl &
(2) We & W Whdl &
(3)wﬁamm%mﬁ'aﬁsﬁzﬁeﬁjmésﬁqaq&qﬁm%
(4) W TR ¥ I HEA W §

77  Which of the following option in File pull down menu is used to close a
MS Word document ? '

(1) Quit : (2) Exit

(3) Close ' (4) New

T U 9% SgAT #) 99 BN & o e ¥ ¥ wEdE g9 s A o
B 9 faeew & 7

(1) wqge (2) Ul

(3) = 4y |

78  Which of the following view is not present in PowerPoint?

(1) Normal (2) Outline

(3) Shde Sorter (4) Slide Show
frer & @ @N-w1 o qEY TEe W T § 7

(1) e (2) smHT WA
(3) wWREs X (4) wrEE W
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80

81

82

K

What is the responsibility of the logical unit in the CPU of a computer ?

(1) To vroduce result (2) To compare numbers
(3) To <-ntrol flow of information (4) To do mathematical works

wH s 5 aig, ¥ afbe e @ @ freerd @7
(1) ulam —m o1 |

(2) W2 ® GEAT B

(3) gl ¥ vaw @ FEBw e

(4) Wi &R HAn

The language that the computer can understand and execute is called

(1) Machine language (2) Application software
{3) System program (4) All the above

qF N W LY WEE oY @I ®Y, Rl ¥ -

(1) | o - (2) UTRIE Giweaay
(3) TH=H" W™ (4) TwuTw |

At the centre, multipurpose socio-economic surveys are mainly conducted by
(1) Central Statistical Organization

(2) Indian Statistical Institute

(3) Nationa! Information Institute

(4) National Sample Survey Organization

F W, sgetdim wmine enffe v ger ' @ omh R S % -
(1) ®=0g gifems) @ & (2) WRAE witege €@ g
(3) T I EWE R @) i uieed wdaw W T

To bring uniformity in official statistics and ensure co-ordination among different
statistical division and units in India, this appex body was set up at

(1) National Sample Survey Organization

(2) Central Statistical Organization

(3) Department of Statistics

(4) WNational Computer Center

g § W@ oiwsl ¥ ue wual & fufwe gifemar v wd sewal
& 9o g ghfved +9 ¥ WY, 3§ U099 SR @ e ot v o -
(1) e giqest wdarr d@weq (2) = wikEa dued

(3) wifterer fawmr (4) TER FEI FE
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83 When real icome rather than money income is kept constant in drawing
consumer's demand curve for a commodity, the demand curve is
(1) sometimes negatively sloped (Z) never negatively sloped
(3} always negatively sloped {4) often negatively sltoped
WY AT oY & SS9 UH 9% Bl YA o b WA Sudewm @ AR 9%
s A Rex et o %, 9@ wiM oaw ¥ -
(1) S W THTEE SO qTel (2) TTETOE® A TGl wefl Tl
(3) THST TBH® SHM AT (4) EFY THIHAER TAM Gl

84 According to the principle of diminishing marginal utility,
(1) marginal utility stays the same
(2) total utility stays the same
(3) marginal utility decreases with each additional unit of a good that
is consumed

(4) total utility declines

g IUAiRET e & THEid $ orgETT -

(1) W SUFIREr §9F Ear @

(2) F& ITAPE e wd

(3) mmﬁﬁﬁﬂ%é%éﬂ%muﬁmﬂamﬁmmﬁm?ﬁ%
(4) P ST ¥ e o

85 The price elasticity of demand for a product is greater if
(1) The proportion of the good of the consumer's budget is high
(2) TImports decrease
(3) The product is a necessity
(4) The number of substitute products is limited
T TR & S A @ @Ad w@ig oius el gl -
(1) SuRigE & I9c W qEG H UG e{f%m 2
(2) o o &
(3) TR Uh HEAHAT T
(4) WEES IARN B e @ihg €

86 When price elasticity of demand is greater than one, demand-is

(1) Perfectly inelastic (2) Elastic

(3) Unit elastic : (4) Inelastic
Wq A W BT AW U § MG ¥, W AT R -
(1) @t a ¥ Rz (2) wWEER

(3) wHE WA @) R
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87 - In which situation Positive income effect is greater than negative substitution

effect 7
(1) inferior goods - (2) normal goods
(3) luxury goods (4) giffen goods
fpg Refy ¥ ofiore oTE WHH TERIEH GRETE 99 ¥ ot 8 7
(1) =fear Fe) T @ e ()
@3) & fer @ T (4) oA TR
88  Elasticity of supply means change in supply due to change in ........
(1) price of the commodity (2) conditions of supply
(3) taste of the consumer (4) fashion of consumer.
angfdf &1 wWw @ oot ¥ o ¥ oftads % wwor engid. ¥ uReds o
(1) ¥ * FT@ (@ eyt @ Refy
(3) SuUHiE W W (4) wusiEn &1 %y

89 Two Super -Critical thermal power plants are situated at

(1) Suratgarh (2) Chabra

(3) Rawatbhata (4) Anta

& g Refeee o frga ddw Rew & -

(h) g F 2) vl A
(3) TEEWEl H (4) o ®

90 The Qil refinery is proposed to be in which district of Rajasthan ?

(1} Barmer (2) Bikaner
(3) Jaisalmer | (4)  Jodhpur
eraE % e i ¥ 9w RewTd wwataa § 07
(1) ==aR ¥ : (2) d@ET |
(3) wEwHR A (4) g ®
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91 Two districts of Rajasthan which come under the National Capital Region are

(1) - Jaipur, Dausa (2) Alwar, Jhunjhunu
(3) Alwar, Bharatpur _ (4) ~ Bharatpur, Dholpur
T % @ faw o e IwuT &9 & siwd o B -
(1) gy, < (2) oW, FFL

(3) o, WYL (4) WYY, HEgR

92 P]z;ces to be included in the first phase of Delhi Mumbai Industrial Corridor
(1) Khushkhera, Bhiwadi, Nimrana
(2) Sikar, Jhunjhunu, Churu
(3) Jaipur, Dausa, Tonk
(4) Khushkhera, Bhiwadi, Behror
fewelt, grd ofiEifer @iftek & waw @ o sﬂﬁaﬁﬁﬁaaﬁﬁsm%—

(1) gy, fyaeE, S

(2) d®t, IFI, I
(3) <Yz, <, <AF
(4) gyew, frEE, TS

93  Target growth rate of agriculture in Rajasthan in 12 five year plan

(1) 4.0% 2) 5.0%
G) 4.8% @) 3.43%
TRed] domdia G ¥ o ¥ iy ol Rem o we -
(1) 4.0% (2) 5.0%
(3) 4.8% (4 3.43%

94 In India, Rajasthan occupies first position in the production of

(1) Bajra (2) Wheat
(3) Gram (4) Mustard
qRa #, TeRAE @ IWET H g9 WE U & -
(1) =W @

(3) = () wE
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96

97

Heteroscedasticity means that

(1) all X variables cannot be assumed to be homogenous
(2) the variance of the error term is not constant

(3) the obser\}ed.l:ﬁhits have no relations

(4) the X a.nd Y.:a.re not correlated

g fyafear @ 14 2

(y @it x w@ @ d9r T A S g

(2) T w= W wawr Ray 6 R

(3) wa wal ¥ &K ¥y T ¥

@) X o v ¥ wwemy T %

A situation when two or more explanatory variables are highly correlated is
referred to by what term ?7-

(1) collinearity (2) autocorrelation

(3) heteroscedésticity | (4) serial correlation

WY a W A afue s WX § S w@iw geewd &, o 3@ Rafn o el
HA-T T ¥ 7

(1) Eﬁl?ﬂ:ﬁ?il'ﬁﬁ | (2) @ wEEw

(3) Taom ﬁmﬁa—m (4) SMIFE weEREY

National Income is

(1) Gross National Product — Direct Taxes

(2) Net National Product — Indirect Taxes + Subsidies
(3) Gross Domestic Product — Imports

(4) Net Domestic Product + Products
(1) W& IR IAR ~ TAH HY
(2) U= T TAE - ATAEH B+ FieEE!

(3) uHE ul{ IW@E - AT
(4) € W§ IOE + SWE

55/ VINK3_A| 30 | Contd...



98  Autocorrelation may be the result of.......
(1) the omission of an important explanatory variable,
(2) the presence of a trend in the independent variable.

(3) nonlinearities in the relationship between the dependent and
independent variables.

(4) all the above
F U W GEEEY & Al B
(1) &I SN O & B S
(2) @Was 9 H ygfa & Bl |
() o ot wwe Wl % W e W

(4) SUUE |4l
99  The Durbin-Watson statistic 1s uséd to test for....
(1) multicollinearity (2) autocorrelation
(3) heteroscedasticity (4) all the above
% whee ¥ sii-aeew yiyaels wm ¥ fww SR
(1) wgEvaEa (2) W gEEEH
(3) Tawm Feentaan (4) Sudad Tl

100 To move from gross domestic product to gross national product we must add
to gross domestic product the

(1) net property income from abroad
{2) subsidies minus taxes
(3) taxes minus subsidies

(4) depreciation of plant and equipment

Wmmﬁmmwﬁmﬁ%ﬁaﬁmwﬁ
ST B -

(1) Ta=e ¥ g gufa o9

(2) onfdw wemar ¥ ¥ &Y B DRI G

(3) w0 ¥ ¥ o Hem™dl & "emn 9

(4) "d ofT IUHTO W/ O FE
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